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Fig. 1. Study flow showing the two phases of user studies: the Requirements Study, followed by the Ontology Study and their sub-steps.

Intelligence analysts must quickly and accurately examine and report on information in multiple modalities, including video, audio,
and images. With the rise of Generative AI and deepfakes, analysts face unprecedented challenges, and require effective, reliable,
and explainable media detection and analysis tools. This work explores analysts’ requirements for deepfake detection tools and
explainability features. From a study of 30 practitioners from the United States Intelligence Community, we identified the need for
a comprehensive and explainable solution that incorporates a wide variety of methods and supports the production of intelligence
reports. In response, we propose a design for an analyst-centered tool, and introduce a digital media forensics ontology to support
analysts’ interactions with the tool and understanding of its results. We conducted a study grounded in work-related tasks as an initial
evaluation of this approach, and report on its potential to assist analysts and areas for improvement in future work.
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1 Introduction

Intelligence analysts working for governments around the world are responsible for collecting, analyzing, and reporting
on information that assists decision-makers in national security and foreign policy. A critical part of their workflow
involves content triage, where they must process vast amounts of raw data from multiple sources to distill valuable
insights [6]. And discerning whether the data is authentic or not is critical to developing accurate analyses. The emer-
gence of deepfakes—media synthesized or manipulated using deep-learning technology—has significantly complicated
analysts’ ability to discern real content from fake [71].

Deepfake detection tools offer a potential solution to this challenge by running media through algorithms for
analysis—referred to as analytics in the Intelligence Community—and reporting the findings. Traditional analytics often
rely on detecting artifacts or inconsistencies that can be manually identified or detected through well-defined statistical
models [84]. As deepfakes and other media manipulation techniques have become more sophisticated, however, these
traditional methods are proving less reliable. Recent deepfake detection tools leverage deep learning [7, 18, 19, 76, 83],
which shows promise but introduces new challenges. Deep learning models often function as “black boxes,” providing
limited transparency into how decisions are made [49, 84]. This lack of explainability is a significant drawback
for intelligence analysts who must provide evidence-based conclusions and justify their findings in high-stakes
scenarios [27]. Furthermore, these models frequently struggle with real-world data that may diverge from their
training datasets [74], raising concerns about their reliability in operational environments.

Despite the availability of deepfake detection technologies, there is limited understanding of how analysts perceive
these tools and what features they require for effective integration into their workflows. This study aims to address this
gap by exploring the specific needs of intelligence analysts when working with deepfake detection tools.

The first phase of our research is guided by several key questions:

• RQ1: How do analysts perceive the growing prevalence of deepfakes and the need for advanced detection tools? This
question is crucial in understanding analysts’ concerns and how tools can best support their work in this domain.

• RQ2:What specific features analysts would find most valuable in a tool designed for their use? Understanding these
preferences will help inform the design of more effective and user-friendly detection systems.

• RQ3:What kinds of explainability features do analysts prefer when using deepfake detection tools? Explainability is
a crucial factor in digital media forensics, because it ensures that tools not only detect manipulated media but
also provide interpretable insights that can be effectively communicated in reports.

To answer these questions, as shown in Figure 1, we conducted a Requirements Study through semi-structured
interviews with 30 practitioners from the Intelligence Community (see details in Section 3). As part of the study, we
presented participants with a prototype deepfake detection tool designed for journalists [76], which we updated based
on our preliminary knowledge about analysts’ needs. This prototype served as a baseline for gathering detailed feedback
on design choices.

Key takeaways from this qualitative study include:

• The growing sophistication and prevalence of deepfakes is an immediate concern for intelligence analysts,
underscoring the need for advanced tools that can effectively detect these manipulations and explain their results
(RQ1). Analysts emphasized the importance of explainability, as it fosters trust and enables them to understand
and communicate the outputs of deepfake detection tools (RQ2).

Manuscript submitted to ACM



105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156
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• The fragmented nature of existing tools poses significant challenges for analysts, who often struggle to manage
and consolidate results from different analyses. Participants expressed a strong preference for a comprehensive
solution that integrates various analytics relevant to evolving manipulation techniques into a unified user
interface, reducing the complexity of managing multiple tools and formats (RQ2).

• Analysts expressed a desire for more intuitive and transparent explanations to accompany deepfake detection
results, as current explanation methods (e.g., heatmaps) were deemed insufficient and difficult to interpret without
additional guidance (RQ3).

Based on these findings, we entered the second phase of our study, in which we sought to take steps to address the
needs of analysts. We recognized that creating a comprehensive tool for deepfake detection would present significant
challenges. As the number of available analytics increases, analysts face the burden of selecting the most appropriate
analytic for their task, which can be overwhelming, especially given that new analytics may require extra effort to
understand and interpret the results. This challenge forms the basis of our fourth research question:

• RQ4: How can a large list of analytics be presented to users in an interpretable way?

To address this issue, we conducted a literature review and proposed a Digital Media Forensics Ontology (hereafter
referred to as the ontology) as a potential solution. The ontology is designed around an innovative why, where, what
structure that systematically organizes analytics based on their capabilities to help users navigate through the many
options. This structure, detailed in Section 5, makes tools more intuitive to use while also providing greater transparency
about the purpose and function of each analytic.

Having proposed this ontology, we wanted to understand whether it could help analysts. In particular:

• RQ5: How well does the ontology help analysts to find desired analytics more easily and improve their ability to

interpret results for use in report writing?

To answer this research question, we designed and carried out an Ontology Study, which involved a survey grounded in
work-based tasks with 11 analysts. The ontology was adapted into a sentence-forming interface to facilitate interaction.
We found that ontology-based search has the potential to enhance analysts’ confidence in their analytic choices and
improve both the quality and clarity of their report writing. Analysts reported that the structured approach provided by
the ontology made it easier to navigate through complex sets of analytics and select the appropriate tools for their
tasks. Furthermore, they noted that the ontology helped them better understand the underlying purpose and methods
of each analytic, which in turn facilitated clearer communication of results in their reports.

Finally, based on the findings from the two studies, we propose a modular design for an analyst-centered deepfake
detection tool that incorporates the ontology framework. Such a tool, detailed in Section 7, could streamline analytic
selection and ensure the results could be interpreted within the specific context of each analysis. Future work will focus
on testing the usability and effectiveness of this ontology-based strategy. These efforts lay the foundation for tools that
empower analysts to navigate the complexities of deepfake detection with confidence and precision.

2 Related Work

2.1 Deepfake Detection

The urgency of the deepfake threat has spurred the development of various deepfake detection methods. Some of
these methods target specific artifacts introduced during the generation process, such as mismatched eye color or
reflections [28, 32], inconsistencies in the mouth region across frames [17], or inconsistencies in other parts of the
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face and body [4, 5]. Other methods leverage deep neural networks to automatically learn discriminative features that
can distinguish between real and fake media. Techniques like convolutional neural networks (CNNs) [2, 89], recurrent
neural networks (RNNs) [11, 12, 33], and more recently transformers [86, 93] have shown promising results in detecting
various types of deepfakes.

Unfortunately, deepfake detection remains far from solved. The diversity of deepfake generation techniques and the
difficulty of obtaining representative training data hinder the generalization capabilities of many detectors, making
them less effective against new or unseen types of deepfakes [42, 89]. Additionally, deepfake detectors are vulnerable to
adversarial attacks, where subtle, imperceptible perturbations can be added to the media to evade detection [36, 72].
These issues mean that detection tools can make mistakes, such that analysts cannot rely uncritically on their outputs.

Due to the risk of errors and the black-box nature of deep learning models, which makes their decisions difficult to
interpret [84], it is critical to build explainability into deepfake detection tools. Explainability helps users to understand
the reasoning behind a model’s decision, which then builds trust and ensures responsible use of the tool. Heatmap
visualizations have been employed to offer post-hoc explanations, their effectiveness in deepfake detection remains
limited [49, 66, 87, 88]. Highlighted regions often fail to reveal discernible artifacts or may not align with human
interpretable reasoning, hindering their practical utility for analysts and decision-makers. Detection methods focused on
specific artifacts – analyzing features like eye color or inconsistencies in the mouth – offer some inherent explainability,
but their efficacy may diminish as deepfake generation techniques become more sophisticated [85].

Addressing these challenges while also catering to the specific needs of various user groups has become a priority.
Recent research has focused on studying detection tools with a focus on journalists [40, 76, 77] and forensic analysts [84].
Furthermore, the Defense Advanced Research Projects Agency (DARPA) has spearheaded initiatives like MediFor [15]
and SemaFor [16] to advance media integrity verification and semantic analysis. MediFor focused on developing
technologies to automatically assess the integrity of photos and videos, while SemaFor aims to analyze the semantic
content of media, identifying inconsistencies or manipulations that alter the intended meaning. These efforts, though
extensive, have not included a significant focus on usability of the resulting software tools. Our work seeks to bridge
this gap by first understanding the needs of intelligence analysts in the context of deepfake detection, and then taking
initial steps to develop a broader comprehensive, usable, and explainable system.

2.2 Human-Machine Teaming in Intelligence Analysis

Intelligence analysis is a complex process involving various disciplines such as human intelligence (HUMINT), imagery
intelligence (IMINT), and open-source intelligence (OSINT) [61]. Analysts follow a structured five-step cycle—direction,
collection, processing, analysis, and dissemination [24]—to transform raw data into actionable intelligence. Automated
tools have the potential to assist analysts in this process [82], but their adoption has been met with resistance due to
the black-box nature of AI systems [30]. Explainability significantly influences analysts’ trust in AI systems, as they
require transparency into how the system generates its outputs [20].

Human-machine teaming (HMT) addresses these concerns by fostering collaboration between analysts and AI systems,
where machine-driven data processing complements human interpretive skills. Effective HMT requires transparency
to build trust and improve decision-making, which are critical in high-stakes environments like intelligence analysis.
Lyons et al. [47] emphasize that transparency through explainability enables analysts to understand AI decisions,
allowing them to intervene when necessary, which enhances both trust and overall team performance. Traditionally,
analytics allowed for a balanced interaction where machines supported analysts without overshadowing their expertise.
Current deepfake detection tools, however, often rely heavily on automated verdicts, risking the exclusion of analysts’
Manuscript submitted to ACM
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input. Our research aims to restore this balance by exploring how analysts envision collaborating with these tools in a
more interactive manner, thereby enhancing both trust and decision-making.

2.3 Digital Media Forensics Frameworks

In recent years, the landscape of digital media manipulation has significantly transformed, evolving from manual
forgeries to sophisticated deep-learning-based techniques, such as deepfakes. This shift has required corresponding
advancements in the field of digital media forensics, including the development of new analytics tailored to address
these emerging challenges. To better understand and navigate the increasingly complex media forensics landscape,
researchers have created taxonomies to systematically categorize manipulation types and detection analytics.

Existing taxonomies within the field of digital media forensics show considerable variation in their structure and
design. Many of the taxonomies are separated by data modalities like images [8, 50, 53], videos [22, 38, 73], and
audio [91], or by underlying generation methods like manual forgeries [25, 73] or AI-based techniques [48, 51, 79]. A
more recent work by Lin et al. [45] offers a comprehensive view of the current landscape of generation and detection of
synthetic media in the age of generative AI models. While these taxonomies provide valuable insights, it is difficult to
find coherence across taxonomies. For instance, many taxonomies isolate elements like data modalities, manipulation
types, and detection techniques, making it difficult to represent analytics that have broader applicability across multiple
domains. This fragmented approach limits the utility of these taxonomies for serving as comprehensive guides for
forensics tasks.

While much of the existing literature focuses on the construction of taxonomies, we propose shifting towards an
ontology framework to address these challenges, as ontologies can capture the dynamic relationships between various
domain concepts, and their definitions and properties [44]. In the context of cybercrime investigations, ontologies
have proven beneficial by enabling automated reasoning, facilitating anomaly detection and supporting the chain
of custody [75]. They also help clarify technical digital forensic terminologies encountered during investigations,
potentially reducing analysis time [39]. Our proposed framework emphasizes the interconnections among various
components of digital media forensics, including manipulation types, entities available for analysis, and potential
artifacts for scrutiny, thereby fostering greater clarity, usability, and explainability within the realm of digital media
forensics.

3 Requirements Study Design

In this section, we describe the semi-structured interviews we conducted with intelligence analysts to understand their
needs for a deepfake detection tool. Our findings are presented in Section 4.

3.1 Sample and Consent

Given the unique nature of their work, recruiting U.S.-based intelligence workers as participants required a specialized
approach. We recruited 30 practitioners from our professional network within the Intelligence Community, including
analysts, researchers, and technical support specialists. Their daily responsibilities ranged from verifying digital media
provenance, identities of people, and entities depicted in the media, and writing reports to inform additional downstream
exploration work. To preserve participant confidentiality and adhere to institutional policies, no authors were directly
involved in the recruitment phase; instead, collaborators within the community handled initial participant outreach.

We conducted two types of semi-structured interview sessions to accommodate participants’ availability and
operational constraints. Five participants were interviewed individually using Microsoft Teams, and the remaining 25
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Fig. 2. Prototype of the screen prior to processing the video with 1 color-coded content quality warnings over a timeline and the
ability to select snippets to process, 2 summarized content quality warnings, and 3 initial metadata information. Video frame
from FaceForensics++ [68] with the design based on DeFake [76].

participants were interviewed in person either individually or in small groups ranging from two to seven participants.
The in-person sessions varied in size due to our use of a drop-in system, where participants could attend interview
sessions during pre-designated time slots based on their availability. This made it easier to recruit participants in a
situation where we had limited access. In each interview session, one researcher served as the primary interviewer,
while a second researcher took notes. All participants were notified about the nature and the scope of the study and
received an informed consent document prior to the interview. Consent was obtained through a checkmark on the
consent statement indicating their willingness to participate in the study; for online interviews, participants were also
asked if they would consent to be recorded and had the right to turn on or off their cameras.

The study protocol received approval from the Institutional Review Boards (IRB) of the participating institutions.
Additionally, the protocol was endorsed by a federal Human Research Protection Office (HRPO), ensuring that all ethical
considerations for research involving Intelligence Community professionals were fully addressed.

3.2 Ethical Statement

The primary objective of this study was to inform the development of an analyst-centered tool for deepfake detection
that meets their needs for reliability and explainability. The tool itself is intended to benefit intelligence analysts in
their important work.

Given their background working with classified materials, the participants were well-equipped to evaluate the
potential risks of their involvement in the study and to respond to the questions with appropriate consideration.
Participants were asked to answer all the questions during the interviews at an unclassified level to ensure that no
sensitive or classified information was disclosed. In addition, all the data collected during the study including interview
notes and recording transcripts underwent review by a federal body before being made available to the research team
for analysis. This process added another layer of protection so that participants’ identities and any potentially sensitive
details in their answers were thoroughly removed.
Manuscript submitted to ACM
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Fig. 3. Prototype of the results screen. 1 Timeline color-codes for each analytic show red for fake, orange for suspicious, and green
for real; warnings (▲! ) note a higher risk of potential inaccuracy. 2 A supplementary results sidebar showing metadata, top fake
faces, approximate manipulation method, and similar videos. 3 Fakeness score shows the highest detection score among all the
models used. Video frame from FaceForensics++ [68] with the design based on DeFake [76].

3.3 Study Development

To gain a comprehensive understanding of intelligence analysts’ workflow with media verification, perceptions of
deepfakes, their requirements for detection tools, and their preferences for explainability, we conducted semi-structured
interviews aided by prototype screens. These interviews were structured into sections, each building upon the previous
one, to facilitate a thorough exploration of the topics.

Current Workflow. The interviews began with a discussion about the participants’ current ways of working. Par-
ticipants were asked to describe the types of media they interacted with, their existing workflow concerns, and the
primary audiences for their analyses. This section provided a broad overview of the analysts’ daily tasks and challenges,
helping us identify areas where our tool could be tailored to address specific needs and enhance their workflow.

Deepfake Detection. Next, we delved into the topic of deepfakes, asking about the participants’ familiarity with this
technology, their exposure to it, and their concerns regarding its impact. We also explored their expectations for a
detection tool, including what features and capabilities they would find most useful. This part of the interview helped
participants articulate their own thoughts on deepfakes and detection capabilities, setting the stage for discussing the
ideal characteristics of a detection tool during prototype evaluation.

Prototype Evaluation. Following the deepfake discussion, we presented participants with prototype screens to gather
feedback on a potential detection interface. The screens, such as shown in Figure 2 (preprocessing) and Figure 3 (results),
were based on a tool initially designed for journalists and made available to us by its developers [76]. While intelligence
analysts and journalists share a similar high-level goal in the verification of media, intelligence analysts have different
training, outcomes, and methodologies. To better tailor the prototypes to the needs of analysts, we incorporated insights
from a detailed document written by a current analyst, outlining what a typical day looks like in their role [27]. Analysts
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often have more technical expertise in their content modality and are expected to perform an in-depth analysis of the
content to communicate findings clearly to the other stakeholders [57, 59]. Thus, it would be fair to provide them with
a greater saturation of information in a single interface. This additional context helped us refine the prototypes before
starting the evaluation.

X-ray bounding outline Textual Explanation Behavior Analysis

Content Credentials Bounding Box Model explanations Aural analysis

Steganalysis Rich Model Discrete Cosine Transform

Fig. 4. Explanation screens used in the Requirements Study. While the figure shows only the most relevant segments of each
screen, participants were able to interact with a full prototype. Images were sourced from the DeepFaceLab [65] tutorial video,
FaceForensics++ [68], and [3] for Aural analysis.

Explainability. In the final section, we introduced various explainability formats that could potentially be integrated
into the tool using prototype screens. Shown in Figure 4, they included bounding boxes, Face X-ray outlines [43], model
explanation heatmaps [70], biometric-based features [3, 90], frequency maps from Discrete Cosine Transformation
(DCT) [67], noise maps from Steganalysis Rich Model (SRM) filters [34], Content Credential (CR) extraction from
Content Provenance and Authenticity (C2PA) [10], and textual explanations accompanying the visuals. Participants
were shown each format and asked to explain their understanding of the information presented, as well as to evaluate
its effectiveness. This section helped us understand what types of explainability features were most useful for analysts
and how they could aid in their work.

Importance Ratings. The interviews concluded with participants rating the importance of key factors in a deepfake
detection tool: speed of analysis, low false positives, low false negatives, and the explainability of results.
Manuscript submitted to ACM
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3.4 Data Collection and Analysis

Our data sources included detailed notes taken during the in-person interviews by the note-taker and, for online
sessions, full transcripts of the recorded conversations.

Since our primary goal is to understand analysts’ requirements for the tool and explainability formats, we performed
a thematic analysis of the collected data [9]. Two of the authors independently reviewed and became familiarized with
the data and, using an open coding approach, developed their own initial codebook of the participants’ answers and
sentiments, including preliminary themes. Then they convened to discuss their codebooks and use axial coding to
merge conceptually similar themes, resolve any discrepancies in interpretation, and refine and name the themes to
reach the final codebook [69].

AI Assistance in Thematic Analysis. Following the growing trend of using generative AI in qualitative research [26, 92],
we incorporated Gemini Advanced [80] and ChatGPT 4o [63] into our open coding process. These AI tools, used in
private mode to ensure data confidentiality, were provided with organized notes, transcripts, and our initial set of
codes. Functioning as a third coder, the AI was prompted to generate additional codes and propose alternative themes,
thereby complementing our manual analysis. The AI’s role was carefully defined and contextualized within the research
framework, ensuring its contributions aligned with our specific research objectives. This strategic integration of AI
assistance enhanced the comprehensiveness of our analysis and may have helped to reduce researcher bias.

4 Requirements Study Results

The Requirements Study revealed valuable insights into the workflows, challenges, and needs of intelligence analysts
when using deepfake detection tools. As shown in the study overview in Figure 5, several recurring themes emerged,
reflecting diverse perspectives on the current state of tools and the opportunities for improvement. Analysts consistently
highlighted frustrations with fragmented toolsets, desires to accommodate diverse media formats, and the need for
more integrated and explainable detection solutions. These findings indicate significant room for improvement in
existing workflows and underscore the importance of developing tools that not only detect deepfakes but also provide
interpretable results to support decision-making.

4.1 Analyst Workflow and Challenges

Analysts often engage in content triage, where they sift through vast amounts of data in various formats, ultimately
producing comprehensive reports about their analysis as the final product. They are accustomed to using various tools
in their work, but with that comes problems that affect their work efficiency. Understanding these workflows and the
challenges analysts face provides important context for our study, helping us identify specific areas where deepfake
detection tools can be better integrated into their processes to enhance productivity and decision-making.

Diverse Media Handling. Many of our participants reported working with more than one type of media. Some
participants (P5, P6, P7, P9, P14, P23, P24) regularly dealt with images, videos, audio, and text in their daily tasks. The
nature of their work varied widely, including activities such as information exploration, information retrieval, language
translation and analysis, and the writing and reviewing of reports. This diversity in media handling indicates a need for
a versatile and adaptable tool that can support various data formats and analytical tasks.

Frustrations with Tool Fragmentation. A recurring theme in the interviews was the challenge of maintaining work
efficiency due to the need to navigate through multiple tools. Analysts expressed significant frustration with the
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significant nodes. Highlights show the most prominent codes (bold) and sentiments ( + , - ) under that theme.

fragmented nature of existing tools, which complicates the organization and summarization of their findings. For
example, P19 mentioned, “A lot of times I’d have to use different tool[s] for a bunch of pieces of my workflow . . . having

those not talk to each other was a big pain . . . hard to organize my thoughts into one.” This sentiment was echoed by
many participants, highlighting the need for a seamless integration of deepfake detection capabilities into their existing
toolsets. Additionally, P16 pointed out the difficulty of standardization, noting that different contents and varying
agency protocols make it challenging to establish a consistent workflow. Addressing these frustrations through the
development of a comprehensive tool could significantly enhance analysts’ workflow efficiency and overall productivity.

Communication Through Reports. The primary output of analysts’ work is often in the form of reports, which
summarize their findings along with explanations and evidence. The audiences of these reports can range from fellow
analysts to high-level decision-makers involved in policy-making and strategy. This can be a tedious task that requires
clear reasoning for their analysis choices and explanations for the results they obtain. Since report audiences can have
varying levels of technical expertise, the reports need to effectively communicate the findings in a clear and useful
manner and bridge the gap between technical details and strategic insights, ensuring that the information is accessible
and actionable (P5, P12, P13, P14, P16).

4.2 Perception of Deepfake and Concerns

Our participants demonstrated a good understanding of the creation and use of deepfakes, despite limitations on
discussing specific experiences in their classified work. Instead, they shared their exposure to deepfakes through news,
social media, and publicly available tools in their daily lives. A unanimous concern emerged during the interviews
regarding the potential impact of deepfakes, both personally and on a societal level. These discussions about their
perceptions and concerns directly contribute to answering RQ1, as they provide insight into analysts’ views on the
growing need for reliable deepfake detection tools.

Participants’ Definition of Deepfake. In general, participants understood the synthetic and imitative nature of deepfakes,
and recognized the role of AI in their creation. Some common descriptors used by the participants during interviews
included “synthetic media,” “manipulated media,” and “creating narratives.” We noted that some participants (P1, P11,
Manuscript submitted to ACM
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P13, P21, P22, P26) focused primarily on facial manipulation, while others viewed deepfakes as a broader phenomenon
capturing multimodal media such as images, videos, audio, and text (P15, P23, P27).

Several participants (P4, P13, P19) emphasized the intention behind deepfakes as a crucial aspect of their definition.
P4 said, “While it is important to know that an image is manipulated, if the sky color is changed from cloudy to blue that is

not as important as if more people are added to an image. The purpose of the manipulation is important.” This highlights
that the perceived threat level of a deepfake can be influenced by the intent and context of the manipulation. Two
participants (P1, P8) observed that “deepfake” has become an overloaded term, akin to “Kleenex” in its widespread and
generic usage. This suggests a potential need for more precise terminology in media forensics.

Exposure to Deepfakes. Outside of their professional roles, most participants reported limited direct interaction with
deepfakes. Their exposure primarily came through news, social media, or television. They referenced widely recognized
deepfakes, such as the image of the pope wearing a white puffer coat [52] and Metaphysic’s performance on America’s
Got Talent [78]. Two participants (P26, P27) had hands-on experience with publicly available tools like Midjourney,1

DALL-E,2 and Stable Diffusion.3

Analysts’ Perspectives on the Risks of Deepfakes. All participants expressed concerns about deepfakes, with many
viewing them as a near-term threat while also emphasizing the importance of considering long-term implications.
Analysts expressed a range of concerns, spanning both personal and societal dimensions. On a personal level, participants
worried about deepfakes manipulating individual memories (P24) or creating false incriminating evidence (P26). From
a societal perspective, the manipulation of public sentiment and the rapid spread of disinformation were significant
concerns. P29 elaborated: “A lie makes it three times around the world and becomes a conspiracy theory before the truth

has time to put its shoes on.” This worry also extended to potential geopolitical manipulation (P21, P26).
Professionally, analysts highlighted the challenges deepfakes pose to their work. They noted that identifying

subjects in a video could become more difficult. In legal contexts, where introducing fake evidence could have severe
consequences, P27 commented, “It is a big deal because the people on the stand [on trial] are facing significant sentences,” a
sentiment also shared by P17. The rapid advancement of deepfake technology raised additional concerns about keeping
pace with detection methods. P3 described it as “an arms race in getting detection methods to be able to detect manipulated

media before it’s too late to counter the repercussions.”

Regarding the most concerning modality, the majority of the participants picked video due to its accessibility to
the general public, rapid dissemination (P17, P19), higher believability compared to audio or text (P20), and heavy
consumption by society (P29).

4.3 Requirements for Analyst-centered Deepfake Detection Tool

To elicit users’ requirements for a deepfake detection tool, we first asked participants to describe features they wanted
and then showed them prototype screens such as shown in Figures 2 and 3 to get their feedback. This approach helped
us understand their ideal tool without limitations and evaluate how existing designs could be improved. Participants
envisioned a user-friendly, flexible, and comprehensive tool that delivers standardized, explainable results suitable for
report integration. These insights directly address RQ2, revealing the desired features analysts expect from deepfake
detection tools.

1https://www.midjourney.com
2https://openai.com/index/dall-e-2
3https://stability.ai
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User Interface and Design. When presented with the prototype interfaces, most participants found the overall flow
to be intuitive and user-friendly. They appreciated the logical sequence of actions and the ease of navigation. As P21
remarked, the tool “needs to be user-friendly for all groups of people depending on user experience with interfaces.”

The color-coding system as shown in Figure 2 and 3 received mixed feedback. While some participants found it
helpful to understand input quality and the level of fakeness, others suggested that there should be a clearer separation
of logic between the main screen and the preprocessing screen (Figure 2) to avoid confusion. Within the preprocessing
screen, participants expressed a need for additional features to enhance usability. P5 and P13 emphasized the importance
of having a processing time estimation for analytics, which would allow them to select appropriate analytics based
on the time available. P13 also liked the content quality warning, which helped users make better-informed decisions
when selecting analytics and reduce the risk of misuse.

The presentation of the analytics over the video timeline was well-received, particularly by P1 and P11, who
appreciated its utility in navigating through the media. This feature allows users to easily pinpoint and review specific
segments, which is crucial for detailed analysis and reporting.

Input and Analysis. The requirements for input and analysis capabilities of a deepfake detection tool reflect the
complex and diverse nature of intelligence analysts’ work. A key feature emphasized by many participants is the ability
to handle multimodal input without the need for tool refactoring. This requirement aligns closely with the analysts’
daily workflow, which often involves processing and analyzing data across various modalities. Given the substantial
volume of data analysts routinely handle, batch processing was described as a key requirement (P4, P7, P9, P12, P13,
P17, P18, P19, P20). More specifically, they seek content triaging features that can identify higher-priority items, thereby
improving overall efficiency.

While advanced deepfake detection methods are important, participants (P5, P8, P11, P12, P14, P16) also stressed the
need to incorporate traditional analysis tools. Features such as Hex editors, metadata viewers, and camera identification
tools for authentication were frequently mentioned as valuable aids to their analytical process. A specific highlight in
this regard was the Content Credentials [10] component under Metadata in the prototype screens. This new initiative,
aimed at offering clear and traceable information about content shared online, resonated positively with participants
(P21-P25, P29, P30). Rather than relying on a single detection method, analysts expressed a preference for multiple
analytics to be available within the tool.

A suggestion made by many participants was the implementation of a shared database for source comparison. This
feature would potentially allow analysts to compare media under investigation with known sources. On the other hand,
a challenge associated with this feature is data compartmentalization due to varying agency affiliations and access
levels, which was also mentioned during the interviews.

Consistency and Standardization. A recurring theme emphasized by several participants (P5, P6, P11, P15) was
the need for standardization in deepfake detection tools and processes. Central to this discussion was Intelligence
Community Directive (ICD) 203 [60], which establishes analytic standards for the Intelligence Community. As P15
succinctly stated, “[We] need standardization to communicate the findings well.” Participants stressed the importance of a
common framework in the Intelligence Community, facilitating clearer communication among different stakeholders
and ensuring consistency in reporting.

In discussing standardization, we specifically asked participants about their opinion regarding using the term
“Fakeness” to communicate the detection results. Most participants considered “Fakeness” a fair term to use, provided
that the methodology for determining it was clearly explained to users, ensuring they knew how to interpret the results.
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However, one concern raised was that “manipulation does not mean it is fake necessarily.” Some participants suggested
alternative terms such as “authenticity” (P21, P22, P24). During the interviews, the SemaFor project [16], was mentioned
by a few participants; its use of a 5-point score scale was also brought up as a potential way for communicating detection
results.

Explainability. Our participants expressed a great need for explainability in the deepfake detection tool, as highlighted
by several participants (P3, P4, P12, P13, P14, P16, P19, P20, P23). Participants emphasized that simply providing a
detection result is insufficient. As P4 noted, “an answer is not enough” ; the results must be accompanied by detailed
explanations of why a certain conclusion was reached.

Visual indications of which parts of the media could be manipulated were identified as particularly useful by P3, P13,
and P19. Visual aids can help communicate findings to stakeholders who may not have a technical background or an
understanding of the underlying analytics. This interaction between analysts and AI systems, as emphasized in the
HMT literature, can enhance both trust and decision-making by allowing analysts to engage more dynamically with
the tool’s outputs.

Collaborating with the Tool. Several participants expressed a desire for deeper engagement with the tool, seeking
more interactivity and control over its outputs. Participant P17 emphasized the need for a feedback loop, stating they
wanted “some way to give feedback and then some way to either remove [analyzed media] from my workflow if it’s nothing

that I care about”. This highlights the importance of dynamic interaction, where users can refine the tool’s outputs
based on their specific needs. Participants also valued flexibility in how they interact with the tool, such as being
able to turn specific features on or off depending on the task at hand. P25 further reflected this desire for fine-tuning
performance by asking, “Would you be able to add your own data to use to compare?” indicating a need for tools that allow
analysts to incorporate their own references to help verify the analysis. Additionally, participants expressed interest in
exploring media at various levels—whether byte-level, metadata, or pixel-level—and applying different analytics to
specific segments of a media asset. This ability to interactively select and customize analytics would enable analysts to
focus on areas of interest and tailor their analysis according to the context. Such a collaborative approach aligns with
HMT principles by ensuring that AI systems not only automate tasks but also adapt to user preferences, enhancing
both control and efficiency in the analysis process [47, 64].

Report Generation. Report writing is a significant component of analysts’ work, as highlighted earlier in section 4.1.
Recognizing this, many participants (P4, P5, P6, P12, P13, P14, P16, P19, P22, P26, P27) expressed a strong desire for
integrated report generation capabilities within deepfake detection tools. The ability to automatically include detection
results and accompanying explanations in exportable reports would help reduce the time and effort required to translate
technical findings into comprehensive reports.

Additionally, a few participants emphasized the importance of note-taking capabilities within the tool. Jotting
down observations and insights while analyzing media would enhance the analysts’ ability to document their thought
processes and maintain a detailed record of their work. One participant, P25, also suggested an aspirational feature of
recording the entire analysis process taken within the tool and automatically converting this into a report, so it could
be repeatable.
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4.4 Explainability Formats and Upskilling

As highlighted in earlier sections, participants often emphasized the need for explainability even before being prompted
to interact with prototype screens showcasing possible post-hoc explanation formats. This underscores the importance
of explainability in deepfake detection tools, a key focus of RQ3, which explores the types of explainability features
analysts prefer. While participants had varied opinions on the prototypes shown in Figure 4, there was a strong
preference for detailed textual explanations that could be easily integrated into reports. Additionally, participants
stressed the value of tooltips and the need for training sessions to help users better understand the tool’s functionality
and maximize its effectiveness.

Perceptions of Post-hoc Explanations. The study revealed diverse opinions on presented post-hoc explanation methods
(Figure 4), all of which incorporated visual elements either directly on the media or in dedicated explanation panels.

Bounding boxes with fakeness scores received mixed reactions. Some participants (P4, P6, P16) found them helpful,
particularly for scenes with multiple faces, while others (P6, P11, P13, P20) expressed confusion about the meaning of
the associated percentages. Face X-ray, which highlighted blending artifacts on fake faces, was generally perceived as a
variant of bounding boxes and received limited enthusiasm from participants.

For biometric and behavior-based explanations, including aural and body-language indicators, opinions were similarly
divided. Some participants (P4, P5, P6, P14) found these explanations unclear, particularly regarding the interpretation
of body-language cues and associated percentages. Others (P16, P17, P20), however, found them useful and intuitive.
Notably, the ear comparison feature in the aural screen was well-received by several participants (P16, P17, P18, P19,
P20), indicating potential value in focused, comparative visual explanations. The more complex correlations between
ear regions with respect to mouth opening and volume received little comment.

Heatmaps, frequency maps, and noise maps were often perceived as overly technical (P1, P2, P3, P11, P16, P17, P20).
Participants P11 and P14 emphasized the need for baselines or comparative data to make these visualizations more
meaningful.

Textual explanations were widely favored (P1, P4, P16, P17, P18, P19, P20, P27, P29) because they were seen as “easy
to understand,” “simple,” and “less technical.” Many participants also noted their usefulness for direct inclusion in reports.

A common challenge noted was the difficulty in interpreting the explanation results themselves. Participants often
felt a need for what we might call “explanations of explanations.”

Tool Comprehension and Upskilling. Beyond specific post-hoc explanations, a comprehensive understanding of tool
functionality was crucial for effective use. During the interviews, participants were walked through the prototype
screens again after their initial assessment. While participants generally found the overall flow of the prototype intuitive,
they indicated that tooltips providing explanations to specific features, such as analytics used for analysis and fakeness
scores, would be beneficial, especially for new users (P26, P27). Training and onboarding sessions were also identified
as valuable for the upskilling process by P1 and P17.

4.5 Prioritization of Key Features

To better understand the priorities when building a deepfake detection system, participants were asked to rank four key
characteristics: analysis speed, low false positive rate, low false negative rate, and explainability of results. This question
provided crucial insights into how desired features should be balanced to meet their operational needs, contributing to
addressing RQ2. This insight is essential for designing a tool that aligns with the practical demands of their workflows.
Manuscript submitted to ACM
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Accuracy was identified as a primary concern for many participants, with a particular emphasis on minimizing false
positives (P1, P2, P3, P6, P12, P14, P20, P21, P22, P23, P26, P29, P30). As P29 noted, “We don’t want to call something a fake

that actually wasn’t one because we would lose more credibility that way than vice versa.” Explainability was frequently
ranked highly, often second or third in importance. P17 prioritized it above all else because “the more people can explain

and understand how the tool works [...] the more it is trusted, and the more that people will use it.” This sentiment of
having explainability was shared across the interviews as reflected in the previous sections. Analysis speed, while
important, often ranked lower than accuracy and explainability. However, we did have a participant rank it the first
because an “analyst’s time is most important.”

Several participants highlighted the interconnected nature of these features and that the ranking could be case-
dependent. For offline media analysis, accuracy was generally more important than speed, while real-time detection
scenarios prioritized rapid results. The relationship between speed and explainability was also subtle, with some
suggesting that “if the speed is significantly slow, then it matters more when compared to explainability.” Explainability
was also seen as a potential mitigator for false positives and negatives because, as P19 said, “I don’t expect humans to be

99% accurate all the time. If I have explainability, how much false positives and false negatives I get initially doesn’t really

matter to me as long as it gets better as I keep using it.”

5 Digital Media Forensics Ontology

From our Requirements Study, it is evident that intelligence analysts require a deepfake detection tool equipped with
features that seamlessly support their workflow. One of the most prominent pain points was the frustration analysts
felt from managing multiple tools. This fragmentation led to a disjointed user experience and made it challenging to
consolidate results and generate insights. Analysts also expressed a desire for integrating traditional analysis methods
with new analytics, combining deepfake detection with the traditional media forensics pipeline, and accommodating
multiple modalities of input (i.e., images and audio). These insights pointed to the need for a more cohesive and
integrated solution.

Additionally, the study highlighted the need for explainability. While a few explanation prototypes had some support
from participants, there was a strong preference for intuitive textual information that could be more easily included in
reports. Analysts also emphasized the need for an interface that is user-friendly for analysts at all experience levels.

While an all-inclusive tool could address the need for integration and explanation by centralizing analytics with
standardized results, it introduces the challenge of overwhelming users with an ever-growing list of available analytics.
As new analytics are developed to address emerging technologies and manipulation techniques, analysts face increas-
ing difficulty in selecting the appropriate analytic for their specific tasks. To alleviate this complexity, a systematic
organization of digital media forensics analytics is crucial. This led us to develop a Digital Media Forensics Ontology as a
solution for presenting a large list of analytics to analysts in an interpretable way, addressing our RQ4. By structuring
knowledge consistently across various analytics, the ontology reduces ambiguity and streamlines decision-making,
ensuring that AI outputs are more relevant and aligned with traditional workflows. This not only simplifies analytic
selection but also fosters better collaboration between analysts and AI systems by creating a shared understanding of
the capabilities of the analytics.

5.1 Ontology Development

Our development process began by reviewing existing taxonomies to assess their suitability for organizing digital media
forensic analytics. After reviewing the literature, we identified several limitations, notably that existing taxonomies

Manuscript submitted to ACM



781

782

783

784

785

786

787

788

789

790

791

792

793

794

795

796

797

798

799

800

801

802

803

804

805

806

807

808

809

810

811

812

813

814

815

816

817

818

819

820

821

822

823

824

825

826

827

828

829

830

831

832

16 Wu et al.

sometimes conflate manipulation types with detection techniques (e.g. the taxonomy for classification of image
forgery detection methods by Thakur and Rohilla [81]), making the taxonomies harder to navigate. Furthermore, many
techniques, such as the photo response non-uniformity (PRNU) technique, apply to both deepfake detection [46] and
tampering localization [41]. However, concepts regarding the traditional and deep-learning-based detection techniques
are often organized separately in existing taxonomies, leading to additional fragmentation.

Given these gaps, we adopted a tailored taxonomy development approach inspired by the methodology of Nickerson
et al. [56]. The development process began with identifying a meta-characteristic—essentially the theme describing the
characteristics of interest—that would guide the structure of the taxonomy. Given that our primary goal was to create a
structure that would help analysts efficiently navigate the growing landscape of digital media analytics, we focused our
meta-characteristic on the capabilities of analytics.

Starting from this foundation, we created a taxonomy categorizing the technical features employed by various
analytics. Following a conceptual-to-empirical approach, we identified three major dimensions for this taxonomy:
file structure, spatial features, and temporal features. However, we realized that the highly technical nature of this
feature-based taxonomy may create a barrier to intuitive navigation for novice analysts. To address this, we developed
a second taxonomy that focused instead on the analytic capabilities for detecting different manipulation types, such as
deepfakes and manual manipulation, which is more accessible.

Against the recommendation of Nickerson et al. [56], our taxonomy development did not follow strict ending
conditions, as our aim was not to exhaustively capture all possible concepts within the field of digital media forensics.
Rather, we aimed to propose an initial framework and evaluate its suitability through a user study. In addition, we
intended for our framework to evolve organically as new technologies and analytics emerge.

As the two taxonomies evolved, we recognized that a single, comprehensive knowledge base would simplify
management and enhance usability. Ontologies, with their capacity for representing complex knowledge structures
in an understandable and adaptable format, offered a fitting solution [14, 31]. Rather than building an ontology from
scratch, we integrated our existing taxonomies as its foundational backbone. During this process, we noted that many
deepfake detection methods target specific facial regions, such as the eyes or mouth. To capture this, we added a final
class to the ontology that categorizes focal areas within digital content, allowing analysts to target the precise regions
that particular analytics examine.

5.2 Ontology Structure

The ontology resulting from this development process, depicted in Figure 6, consists of three primary classes:

Analytic Capabilities space –Why are we analyzing this piece of media? This space captures the underlyingmotivations
for digital media analysis, ranging from concerns about advanced deep-learning manipulations, such as deepfakes, and
traditional manual alterations achieved through image editing software. It can serve as an entry point for analysts, who
have ideas about what type of manipulations they are detecting.

Search space –Where does the analytic look for artifacts? Recognizing that there may be multiple points of interest
within the digital content, this space provides a structured approach to identifying potential areas of manipulation. It
guides analysts in focusing their analysis on specific elements, ranging from the file’s overall structure to individual
entities within the scene.
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Feature space – What feature does the analytic use? This space is the most technically oriented, detailing the specific
features utilized by analytics for detection. This includes file structure, which covers common items used in metadata
analysis and other file-related features; spatial features, which focus on frame-level visual information such as lighting
inconsistencies and textural anomalies; and temporal features, which analyze time-based elements such as human
behavior patterns across sequential frames and frame-to-frame jitters.

Each analytic can be tagged with concepts in these spaces, indicating what they are capable of detecting, where they
look for artifacts, and what features they utilize. To ensure the ontology accurately represents knowledge and meets
practical needs, we used competency questions as a validation tool [54]. For instance, the question “What features are

used in <method name> to analyze this deepfake video?” allowed us to assess the ontology’s effectiveness in providing
detailed insights about the features that known analytic methods use. We created several such questions, and manually
navigated the ontology to determine whether the information it contained could fully answer the questions we raised.
This process allowed us to evaluate the scope of the ontology and confirmed its ability to address practical needs
analysts might have in exploring analytics capabilities in their workflows.

Overall, the ontology serves as a navigational guide for analysts to hone in on the most appropriate analytics that
suit their needs for the piece of media in hand. In addition, while traversing the pathways in the ontology, analysts
form hypotheses for their analysis. This helps place the detection results in context, making them more interpretable.

Deepfakes

Synthetic 
Content

Manual 
Forgery

Out-of-
context

Video Audio

Text

Reenactment Faceswap

Behavior/Biometrics Physiology

Temporal Context Synchronization

Coherence
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Digital Watermark/Si
PhysicsIdentity

Spatial Context

Pixel AbnormalityStructural Comparisons

Provenance Forensics

File Structure

Spatial Features Temporal Features
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Body

Non-biological

Biological

Transportation

Objects
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Architecture
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Where? Why?

Fig. 6. Ontology graph showing initial core structure with why? , where? , and what? blocks and their corresponding nodes.

5.3 Ontology Study

To evaluate the effectiveness of this framework, especially for analytic selection and report writing, we conducted a
task-based survey with analysts. The findings suggest that the proposed ontology positively impacts their experience in
analytic selection and report writing by improving explainability, though there are areas that require further refinement.
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5.3.1 Participants and Procedure. For this study, we recruited 11 analysts through the same collaboration network
as in the Requirements Study. To maximize flexibility for participants, we designed a survey-based study. The survey
materials were developed by us and distributed within the Intelligence Community by our collaborators, ensuring
voluntary participation while maintaining necessary security protocols. The informed consent document was included
in the survey, with participants indicating their consent by clicking to proceed. This study protocol also received
approval from the IRBs of the participating institutions and was endorsed by the federally affiliated HRPO. For data
analysis, we employed the same thematic analysis methodology described in section 3.4.

5.3.2 Survey Design. In our task-based survey, participants were asked to independently interact with two interfaces
for choosing analytics to complete mock forensics tasks—one using the proposed ontology as its backbone (Figure 7a)
and the other using fuzzy search (Figure 7b). They were also asked to write short reports based on their findings to
simulate a portion of their analytical process. This approach allowed us to gather accurate feedback on their perceptions
of the ontology and its implications on their work. The survey had three components, tasks, interfaces, and questions.

Tasks. We began the survey with two scenarios designed to mimic the types of analyses that analysts might perform.
In the first scenario, participants were asked to identify the most appropriate analytic for each of two tasks: (i) detecting
an image that had been manually manipulated, and (ii) examining a single frame from a deepfake video. In the second
scenario, both tasks focused on report writing. Participants were provided with two deepfake videos, names of the
analytics used to process the videos, and the corresponding results (see the example in Figure 7c). They were then asked
to write short reports summarizing the findings.

Interfaces. To evaluate the ontology’s potential in supporting analysts’ workflows, we developed two distinct
interfaces for the survey: an ontology-based sentence-forming interface and a fuzzy search interface for comparison.

The ontology-based sentence-forming interface was conceived as a holistic guide, enabling analysts to navigate the
complex landscape of analytics for digital media forensics. We introduced the concept of pre-hoc explanations, which
are formed by combining the “why,” “where,” and “what” concepts associated with each analytic during the filtering
stage to form hypotheses for analysis. Inspired by the preference for textual explanations observed in the Requirements
Study, we implemented a sentence-forming format for filtering the analytics. For instance, to filter analytics using the
concepts in the “why” space, analysts can complete the sentence “I think my content is a [deepfake] in the form of
[deepfake-video],” as shown in Figure 7a. Concepts from the ontology were presented as clickable buttons, serving as
filtering criteria. As participants selected concepts across the three spaces in the ontology, they constructed hypothesis
sentences for verification. Recognizing the dynamic nature of the ontology framework and the varying expertise levels
of analysts, the interface allowed filtering to begin from any of the three spaces. Filtered analytics were presented
alphabetically, with expandable descriptions and associated ontology concepts available for each.

For comparison, we implemented a fuzzy search interface. This traditional approach presented all available analytics
in a list format with a search bar, allowing participants to browse descriptions by clicking on individual items. The
participants were asked to complete all the tasks first using the fuzzy search interface and then again using the
ontology-based sentence-forming interface.

To populate these interfaces, we curated and tagged 28 digital media forensics analytics, such as Phoneme-Viseme
Mismatch [4], CLIP-based Detection [13], and more (see the full list in the Appendix), assigning appropriate “why,”
“where,” and “what” concepts based on our understanding of the corresponding research papers.
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(a) Ontology text-completion filtering interface with pre-selected “deepfake-video” and “human-
mouth” with their parent nodes to show the filtered results consisting of two analytics.

(b) Fuzzy search interface showing a list of analytics that
appear when searching for “deepfake.”

(c) The analytic result screen that the participant sees when selecting
the Error Level Analysis (ELA) analytic for an image [35] provided in the
study. The fuzzy search interface would not show the ontology tags.

Fig. 7. Screenshots of the web prototype used for the ontology user study.
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Fig. 8. Stacked bar chart showing the distribution of answers to the Likert Scale questions in the Ontology Study. We can see a
mostly positive trend in the responses showing the potential usefulness of the new analytic discovery system.

Questions. Following the completion of each task, participants were asked to reflect on their experience using the
two different search interfaces. This comparative feedback was crucial in understanding the usability and effectiveness
of the ontology-based interface versus the traditional approach.

To obtain a quantitative overview of participants’ attitudes towards the ontology, we incorporated four Likert Scale
questions. These questions focused on key aspects of the ontology, including its clarity, usefulness in analytic searching
and report writing, and likelihood of future use. These questions were selected based on their alignment with our study’s
objectives, helping us validate our hypothesis and inform areas for future development. Responses were analyzed by
calculating mean scores to capture the overall impression of the ontology among the participants.

We also included three open-ended questions to capture more detailed feedback. These questions prompted partici-
pants to share their most and least favorite aspects of the ontology, identify any perceived gaps in the framework, and
suggest potential improvements. These answers provided valuable insights into the strengths and limitations of the
current ontology from the users’ perspective.

The survey concluded with a set of demographic questions, focusing on participants’ daily tasks, experience in digital
media forensics analysis, and the recency of their experience. This information was collected to enable analysis of
potential correlations between participants’ professional backgrounds and their feedback on the ontology.

5.3.3 Survey Results. Through our analysis, we observed that the ontology had a generally positive impact on par-
ticipants’ experiences with both analytic selection and report writing, demonstrating its effectiveness in addressing
the goals outlined in RQ5. When asked about the likelihood of using the ontology for similar tasks in the future (on
a scale from 1, “Very Unlikely,” to 5, “Very Likely”), participants gave an average rating of 4.36. Notably, 6 out of 11
participants indicated that they would be very likely to use the ontology again. These findings suggest that, with further
enhancements to better align with user needs, the ontology offers a promising solution to the challenges of integration
and explanation in digital media forensics. The overall themes extracted from our analysis of the survey are summarized
in Figure 5, and the distribution of participants’ answers for the Likert Scale questions are plotted in Figure 8.
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Ontology for Analytic Selection. In the first scenario, we aimed to evaluate how the ontology influences the analytic
selection process. Participants generally found the ontology-based interface to be more intuitive, as it offered a
systematic and structured approach that guided their thought process while exploring available options. This filtering
process allowed participants to concentrate on relevant analytics that target specific areas of interest. Participant PO2
commented, “I felt more confident that I was being provided with the analytics that would actually help with my use

case.” In addition, the ontology adds another benefit to the selection process as participant PO11 pointed out, “it also
helps in the overall explanation as you can narrow down what artifact the models are looking for to find complementary

models.” When asked to rate the helpfulness of the ontology in identifying appropriate analytics on a scale from 1
(“Very Unhelpful”) to 5 (“Very Helpful”), participants gave an average score of 4. While most found the ontology helpful
for this task, two participants expressed a more neutral stance towards it.

Ontology for Report Writing. In scenario two, we examined how the ontology supports report writing and the
communication of results. Participants generally found that the ontology added valuable context to their analysis, with
the concept tags for each analytic acting as informative keywords that could be directly incorporated into reports. This
not only strengthened the language but also as participant PO6 wrote “the additional information in the second approach

[ontology] was useful and lends credibility (trustworthiness?) to the results.” Additionally, participants perceived that
reports written by incorporating the ontology concepts were more understandable to other stakeholders. Participants
rated the usefulness of the ontology in report writing with an average score of 4.18, indicating that they found it
generally helpful. However, the standard deviation was 1.11, reflecting some variability in responses. While most
participants found the ontology beneficial, two participants rated it as unhelpful, with one noting that they relied more
on the descriptions of the analytics rather than the ontology itself when writing their reports.

Recommendations for Enhancing the Ontology. As a preliminary framework, the ontology also received feedback
regarding areas for improvement. The ontology’s clarity received a mean score of 3.73 on a Likert scale of 1 to 5,
indicating that participants generally found it “Clear.” However, this score also suggests room for improvement. Non-
expert participants especially expressed a desire for more accessible terminology and comprehensive definitions of the
concepts used in the ontology, through which they can better understand the filtering options. This feedback pointed
out the need to balance technical precision with user-friendly language to accommodate analysts with varying levels of
expertise. Additionally, while the ontology-based search interface effectively narrowed down options, participants noted
that in some cases, multiple analytics still remained after filtering. For example, many deepfake detection analytics tend
to focus on human faces and use pixel-level features. In these instances, they found it challenging to make informed
decisions without further guidance, as participant PO8 said “it would be, however, nice if once you’ve fine-tuned your

ontology, the analytics were sorted by most applicable.” As said, the system might better focus on a smaller set of default
analytics and only offer analytics with overlapping utility if the user chooses a more detailed view.

6 Discussion

Definitions of Deepfake and Implications for Analysts. While most participants in our study demonstrated a solid
understanding of deepfakes, we observed varied interpretations and occasional misunderstandings. This reflects a
broader issue: there is no consistent or official definition of “deepfake” in either research or government that fully
captures its key characteristic—the impersonation of real people. As generative AI technologies evolve, some participants
conflated deepfakes with synthetic media in general, which encompasses a broader range of AI-generated content not
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necessarily tied to real-world individuals. This conflation can lead to confusion, particularly for intelligence analysts
who require precise terminology to ensure clarity in their reports and accuracy in their analyses.

The lack of standardized definitions poses significant challenges for analysts who must select appropriate analytics
and interpret results correctly. Inconsistent terminology can undermine the reliability of their work and complicate
communication among stakeholders. Standardization is crucial for ensuring that deepfake detection tools are applied
consistently across different relevant contexts, helping analysts maintain the accuracy and credibility of their findings.

Standardization bodies such as the National Institute of Standards and Technology (NIST) and the Scientific Working
Group onDigital Evidence (SWGDE) play a crucial role in addressing these gaps byworking toward consistent definitions
and standards. Our proposed ontology has the potential to contribute to this effort by integrating these definitions
into analysts’ workflows and identifying areas where further standardization is needed. By organizing analytics within
a structured framework, the ontology helps clarify distinctions between different types of manipulated media and
provides analysts with a more consistent way to interpret results. This not only enhances workflow efficiency but also
facilitates clearer communication of findings. As the field evolves, such tools will be essential for maintaining precision
and clarity, ultimately fostering greater trust in deepfake detection technologies.

The Multifaceted Nature of Explainability. Our participants made it clear that explainability is critical when they
use deepfake detection tools which is complemented by relevant recent work [77], and current post-hoc explanations
are not sufficient. While participants expressed preferences for certain formats of explanation during interviews, our
findings highlight that explainability is, in fact, a multifaceted requirement that spans multiple stages of the analytic
process.

Many commercial deepfake detection tools, such as Reality Defender [19], DuckDuckGoose [21], and Sensity AI [7],
have incorporated explainability as a primary feature by offering heatmaps to visualize detection results. However,
participants in our study found heatmaps to be overly technical and difficult to interpret without additional guidance.
Even with assisted interpretation, visualizing explanations through heatmaps can be problematic. Prior research has
shown that heatmaps are often inconsistent across different post-hoc explanation methods [1] and the same method
could exhibit varied performance across different model backbones [55]. Studies with practitioners further highlight that
these visualizations are challenging to interpret and can lead to incorrect assumptions about a model’s behavior [29].
This instability raises concerns when incorporating such methods into analytic workflows that require a high level of
repeatability.

Beyond merely interpreting detection results, analysts seek clarity on the overall workings of the tool and the
specific capabilities of each analytic. This aligns with the standards set by documents from organizations like the
Organization of Scientific Area Committees (OSAC) [58] and SWGDE [62], which provide procedural guidelines and
reporting frameworks for media analysis. These standards emphasize repeatable processes and step-by-step lists that
analysts can follow and refer to when explaining their analytical processes. Similarly, analysts in our study expressed a
desire for a deepfake detection tool that not only produces detection results but also provides a transparent, systematic
breakdown of the processes involved, akin to the documentation they rely on in manual analysis.

Our study highlights the necessity of designing an “explainable system” that is intuitive and transparent at every stage,
from selecting analytics to interpreting the results. As discussed in Section 2.2, explainability is fundamental to effective
human-machine teaming, fostering trust and enabling analysts to use the tool more confidently and efficiently. By
organizing analytics through an ontology, our approach takes a step toward building such a system. This ontology-based
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selection process provides analysts with insight into the specific capabilities of the analytics they choose, enhancing
both their control over and understanding of the system’s functions.

The Need for an Integrated Solution. The need for a comprehensive “one-stop shop” tool was a recurring theme
among participants. Participant P4 emphasized the importance of a solution that allows users to access and manage a
broad array of analytics across diverse data formats. Current tools, such as TrueMedia [83] and RealityDefender [19],
employ various detection schemes and present their results in a rigid, concise format. While this may suffice for general
internet users, our study indicates that intelligence analysts require more detailed information about the capabilities
and specifications of these detection schemes. Such details are crucial for analysts to either justify or challenge the
results of their analysis in reports. There is a strong preference from participants for tools that facilitate dynamic
interaction, enabling analysts to customize functionality based on their specific analytical tasks. Such flexibility is
essential for ensuring that tools not only automate repetitive tasks but also adapt to analysts’ varying needs and
preferences. The proposed ontology offers a structured framework for an integrated solution that balances usability with
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Puppet-master deepfakes are a type of deepfake that manipulate the 
facial expressions of a person in a video to mimic those of another 
person in real-time. This technique is also known as motion transfer 
or pose estimation deepfakes.

1

2

1
3

4
2

Fig. 9. The final evaluation screen showing key features: 1 video player with fine-grained video interaction capability, 2 individual
analytics results, with analytic performance warnings, info bubbles, and optional post-hoc explainability tabs for each, 3 Curated
EXIF metadata as well as Content Credentials [10], and 4 overall result and manipulation summary. Video frame sourced from [23].

the incorporation of diverse analytics. By systematically organizing analytics based on their capabilities, the ontology
enables analysts to customize their investigative approach by navigating through different categories of analytics and
choosing methods that align with their specific task requirements. Beyond streamlining this selection process, the
ontology also enhances explainability by helping analysts understand how their chosen analytics contribute to their
results.
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Fig. 10. Preprocessing screen showing a 1 video player, 2 color-coded content quality warning timeline, with each warning detail
in a pill, 3 selected analytics for processing, 4 an ontology-guided analytic filtering system and a search functionality, 5 grouped
list of analytics results with a details section showing a description, ontological tags, and expected runtime. Video frame sourced
from [23].

7 Analyst-centered Deepfake Detection Tool Design

The insights gained from both of the Requirements Study and Ontology Study significantly impacted the evolution
of the tool. It transitioned from a tool primarily designed for journalists to one that caters specifically to the unique
needs of intelligence analysts. The redesigned interfaces shown in Figures 9 and 10 now feature a prominent detection
workbench, serving as a central hub where analysts can access and interact with the results from various evaluation
methods applied to the media content within the selected analysis interval. The layout of the workbench is divided into
a larger primary results section and a multipurpose sidebar, the design of which was directly influenced by the analysts’
emphasis on the need for a clear, integrated workspace that consolidates findings from multiple tools.

Primary Results Area. This section commands the most visual attention and contains all the critical interactive
analytic outcomes and any associated explanations as shown in Figure 9. The media being analyzed is prominently
displayed at the top within a media player featuring fine-grained video controls. Below, modular evaluation blocks
present the output of the analytics in alignment with the video timeline, offering a clear and intuitive visualization.
Each block also includes method-specific explainability sub-blocks, catering to users with varying levels of forensic
expertise. The preference for diverse explanation formats, accommodating both novice and expert analysts, directly
informed this design choice. The inclusion of informational labels indicating potential inaccuracies of the results
further enhances the user experience by addressing analysts’ concerns about the result interpretation and the need for
contextual information.
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Multipurpose Sidebar. The sidebar provides access to secondary insights and application controls. It includes blocks
that display comprehensive information about the processed content, such as metadata, overall fakeness score, and
identification of the individual faces with top fakeness scores, as well as an estimation of the manipulation method
employed. The tool goes beyond conventional metadata extraction by incorporating the new Content Credential (CR)
extraction from C2PA [10] initiative, bolstering the tool’s reliability. The inclusion of CR directly addresses the analysts’
positive reception of this initiative during the interviews.

The redesign of the tool prioritized usability and explainability. An alternate tab generally focused on during the
preprocessing-step, and accessible at any point, offers a diverse array of analytics for analysts to apply to the content.
The interface empowers the users to explore the available analytics, understand their underlying mechanisms, estimate
processing times, add them to the evaluation queue, and seamlessly view the results in the primary area. To assist the
analysts in navigating the potentially vast number of analytics, the tool leverages our Digital Media Forensics Ontology
framework in the filter menu. This structured approach aims to alleviate the frustrations of the analysts with the tool
fragmentation and their desire for a more guided and intuitive analytic selection process, as evidenced in the Ontology
Study where participants reported feeling more confident in their analytic choices.

Before the application of various analytics, a preprocessing section shown in Figure 10 provides users with crucial
information about potential effectiveness of different evaluation methods and allows them to select a smaller video
snippet for analysis, promoting efficiency, especially considering the resource intensive nature of forensic AI tools. This
feature aligns with the analysts’ need for efficient content triage and the ability to focus on high-priority segments.

Addressing the challenge of fragmented toolsets, the redesigned interface introduces a tabbed structure for multiple
concurrent workspaces. This allows for multiple pieces of content to be analyzed, providing a convenient overview of
the progress and whether the content has been flagged within the tab interface.

The resulting user interface acts as a bridge between cutting-edge detection technology and the practical needs
of the analysts. The modular design serves as a strong base for future integration of diverse manipulation methods
and explainability types, which will empower analysts to navigate complexities of deepfake detection with greater
efficiency, confidence, and understanding.

8 Limitations and Future Work

Tool Feature Implementation and Future Expansion. The newly designed tool, while primarily focused on empowering
analysts to coherently analyze content with enhanced explainability, does not yet incorporate all the desired features
identified by participants, such as note-taking, collaboration features, and batch-processing capabilities. Expanding
the tool to include these features in future iterations could facilitate broader support for the analysts’ workflows.
Additionally, our research indicates that while many analysts encounter similar challenges and follow comparable
workflows, their objectives often differ. Future work could benefit from designing with individual modalities in mind,
enabling interface personalization, and maintaining ongoing collaboration with analysts to monitor and improve task
efficiency with each system update.

Ontology Development and Growth. The concepts incorporated into the ontology were developed based on our current
understanding of the literature. While sufficient for conducting this study and evaluating the ontology’s potential to
assist analysts, the definitions of these concepts lack rigorous evaluation and standardization. Future efforts should
focus on collaborating with analytic developers to validate and standardize these definitions, ensuring consistency and
reliability. Additionally, the current ontology is primarily focused on visual media, but its adaptable structure allows for
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expansion into other modalities, such as audio and text, which are also critical in forensic analysis. This growth will
not only broaden the ontology’s utility but also address specific needs identified by analysts for a more versatile and
multimodal approach to analysis.

Group Dynamics in Interviews. Due to logistical constraints, some in-person interviews in the Requirements Study
were conducted in groups, which may introduce groupthink, potentially influencing individual responses [37]. How-
ever, our approach focused on gathering individual insights rather than facilitating group interaction, ensuring each
participant had the opportunity to respond independently. Future work should consider more controlled, individual
sessions, where feasible, to minimize potential bias. Also, exploring analysts’ feedback in a focus group setting could
provide valuable insights into shared challenges and perspectives, especially for collaborative tasks in their workflow.

Participant Expertise and Role Correlation. To maximize the participant pool in our study, given the limited access to
intelligence analysts, we broadened our recruitment to include researchers, technical support specialists, and subject
matter experts from the Intelligence Community. While this diversification could be viewed as a limitation, it proved
advantageous in the context of our qualitative study, allowing us to gather diverse feedback from various participants
who are all involved in the information analysis workflow. Although we included a question inviting participants to
describe the types of tasks they often perform at an unclassified level, not all participants chose to respond. Consequently,
the study was not explicitly focused on exploring the nuances of their interview answers based on their individual roles.
Given that different roles offer perspectives and needs that could further inform and refine the tool’s design, future
work could delve deeper into role-specific requirements, enabling the development of tailored features that better align
with particular tasks and expertise.

Sample Size and Participant Diversity. The Ontology Study involved a relatively small sample of 11 participants,
including both experienced analysts and novice users familiar with reviewing various media formats. While this
preliminary evaluation was sufficient to gain a general understanding of the ontology’s reception and identify areas for
improvement, future studies could benefit from a larger and more diverse study sample as the ontology grows into a
mature state. Currently, our work focuses on intelligence analysts, who have specific needs for media verification and
explanation. However, other potential users interested in multimedia forensics, such as journalists and law enforcement
personnel, could also benefit from the solution we are proposing. Expanding future evaluations to include these groups
would provide a broader perspective on the ontology’s applicability across various professional contexts, enhancing its
utility as an all-inclusive tool for digital media analysis.

9 Conclusion

This research contributes to the ongoing efforts to equip intelligence analysts with the tools and knowledge necessary
to navigate the rapidly changing complexities of the digital media landscape, especially in the era of deepfakes.
Our Requirements Study underscored the importance of tools that not only detect anomalies but also provide clear
explanations for their findings. Analysts also expressed a preference for a unified, comprehensive tool capable of
handling diverse media types and manipulation methods. While an all-inclusive tool that incorporates a wide range of
analytics is an ideal solution, we recognize that developing such a tool would present usability challenges. To address
this, we designed a Digital Media Forensics Ontology as a foundational step toward making an all-inclusive tool both
functional and user-friendly.
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The proposed ontology offers a significant advantage by demystifying the functions of various analytics, thereby
allowing analysts to better understand the detection process and draw more informed conclusions from the results.
Moreover, the adaptable nature of this ontology can incorporate new analytics as they emerge, thus remaining relevant
in the face of evolving threats. Ultimately, our research shows the importance of not only focusing on tool capabilities,
but also empowering analysts with the knowledge needed to trust and effectively utilize the tool in their work.
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A Ontology Nodes and Initial List of Analytics

Table 1. Capabilities, Search, and Feature Spaces

Block Name Description

Why The Capabilities Space Why are we analyzing this content?
Where The Search Space Where does the analytic focus?
What The Feature Space What features does the analytic use?
Why deepfake Media manipulated using deep learning algorithms placing iden-

tifiable entities in fictitious situations
Why manual-forgery Manually manipulated media
Why out-of-context Media used outside of the original context
Why synthetic-media Fully synthetic media content
Where human Analytic extracts human data and focuses only on that
Where non-human Analytic extracts non-human data and focuses on that
Where scene Analytic focuses on the whole scene
Where file Analytic focuses on the file
Why deepfake-video Videos manipulated using deep learning algorithms placing

identifiable entities in fictitious situations
Why deepfake-audio Audio manipulated using deep learning algorithms placing iden-

tifiable entities in fictitious situations
Why deepfake-image Images manipulated using deep learning algorithms placing

identifiable entities in fictitious situations
Why synthetic-image Fully synthetic image
Why synthetic-video Fully synthetic video
Why synthetic-audio Fully synthetic audio
Why synthetic-text Fully synthetic text
Why deepfake-text Text manipulated using deep learning algorithms to imitate an

identifiable entity
Why reenactment Videos where an identifiable entity is manipulated using a driver

content to perform actions
Why faceswap Videos where an identifiable entity’s face is swapped
Why manual-forgery-video Manipulated video content created through manual editing
Why manual-forgery-audio Manipulated audio content created through manual editing
Why manual-forgery-image Manipulated image content created through manual editing
Why manual-forgery-text Manipulated text content created through manual editing
Where human-face Analytic extracts human face data and focuses only on that
Where human-mouth Analytic extracts human mouth data and focuses only on that
Where human-eye Analytic extracts human eye data and focuses only on that
Where human-ear Analytic extracts human ear data and focuses only on that
Where human-voice Analytic extracts human voice data and focuses only on that
Where human-body Analytic extracts human body data and focuses only on that
Where human-handwriting Analytic extracts handwriting data and focuses only on thatg
Where human-text Analytic extracts text data and focuses only on that
Where non-human-biological Analytic extracts non-human biological data and focuses only

on that
Where non-human-non-biological Analytic extracts non-biological data and focuses only on that
What spatial Spatial distribution and arrangement of elements within media

content, such as objects, shapes, and patterns.
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Table 2. Capabilities, Search, and Feature Spaces

Block Name Description

What spatial-structural Focus on the structural features of the media content, such as
the layout, composition, or arrangement of objects within the
frame

What spatial-pixel-level Investigating individual pixel-level attributes of media content,
such as color, intensity, and texture, to extract meaningful in-
formation

What spatial-context Contextual factors surrounding objects or scenes within media
content, including their spatial relationships with other ele-
ments and their environmental context

What spatial-provenance Examine the provenance features of the media content, such
as the source, origin, or chain of custody of the file based on
visual signals

What spatial-identity Identifying and analyzing spatial features related to the identity
of objects, individuals, or entities depicted in media content,
such as facial recognition or object classification

What spatial-physics Examining spatial features influenced by physical properties
and phenomena, such as lighting conditions, shadows, reflec-
tions, and perspective distortions

What file-analysis Investigating the structure, format, metadata, watermarks, and
composition of media files to extract relevant information and
detect anomalies or inconsistencies

What file-metadata Extracting and analyzing metadata associated with media files,
including information such as creation date, authorship, loca-
tion data, and device details

What file-digital-watermark Detecting and analyzing digital watermarks embedded within
media files for purposes such as copyright protection, authenti-
cation, or tracking

What temporal Analyzing temporal aspects and changes in media content over
time, including motion, dynamics, and temporal relationships
between objects or events

What temporal-biometrics Extracting identity-specific biometric information from media
content over time, such as facial expressions, gait analysis, or
physiological signals for identity verification or behavioral anal-
ysis

What temporal-physiology Monitoring general species/object-specific physiological fea-
tures and changes exhibited within media content over time,
such as heart rate variability, pupil dilation, or facial blood flow
for health monitoring or emotional analysis

What temporal-context Considering the temporal context and sequential relationships
between events or actions depicted in media content, such as
scene transitions, continuity, or narrative structure

What temporal-synchronization Ensuring synchronization and alignment of temporal elements
within media content, such as audio-video synchronization or
synchronization between different media streams

What temporal-coherence Assessing the coherence and consistency of temporal features
within media content, such as smoothness of motion, temporal
stability, or temporal consistency across frames
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Table 3. Capabilities, Search, and Feature Spaces

Block Name Description

What compression-artifacts Identifying and analyzing artifacts introduced by compression
algorithms during the encoding or decoding process, such as
blockiness, blurring, or ringing artifacts

What spatial-frequency Extracting frequency-related characteristics from media con-
tent to identify patterns using operations involving spacial fre-
quency transformation, such as DCT or FFT
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